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Abstract
This study developed 12 prediction models using two types of data matrix (daily means and a selection of the mean for the first 6 h of the
day). The Persistence parametric prediction technique was applied separately to these matrices, as well as semiparametric Ridge Regression and
three non-parametric or artificial intelligence techniques: Support Vector Machine, Multilayer Perceptron and ELMAN networks. The target was
the prediction of maximum tropospheric ozone concentrations for the next day in the MexicalieCalexico border area. The main ozone precur-
sors and meteorological parameters were used for the different models. The proposals were evaluated using specific performance measurements
for the air quality models established in the Model Validation Kit and recommended by the US Environmental Protection Agency.

Results with similar margins of error were obtained in various models developed in this study, and some of them have provided smaller mar-
gins of error than similar prediction models existing in the literature developed in other regions. For this reason, we consider it feasible to apply
the prediction models developed and they could be useful for supporting decisions in the matter of ozone pollution in the region under study, as
well as for use in daily forecasting in this area.
� 2007 Elsevier Ltd. All rights reserved.
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1. Introduction

One of the main problems of atmospheric pollution in ur-
ban areas is contamination caused by photochemical oxidants
such as ozone (O3) and nitrogen dioxide (NO2) (Lee et al.,
1996; Kongtip et al., 2006). Ozone is considered to be one
of the main greenhouse gases and a component of photochem-
ical smog with potentially harmful effects on human health,
mainly in high-risk populations (Sousa et al., 2007; Filleul
et al., 2006; Weschler, 2006), and on habitats and their vege-
tation (Davis and Orendovici, 2006; Scebba et al., 2006).
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Due to the nature of ozone, its photolysis in the troposphere
has been shown to be directly related to ultraviolet solar radia-
tion at a wavelength of around 300 nm, followed by reaction
with water molecules, sources of OH radicals, which take part
in reactions responsible for the oxidation of other gases present
in the atmosphere (Guicherit and Roemer, 2000). The nitrogen
dioxide (NO2) photo-dissociates to form nitrogen oxide (NO)
and atomic oxygen (O), which immediately combines with ox-
ygen (O2) to form ozone (O3). The nitrogen oxides (NOx) act as
a catalyst in the ozone formation process (Frost et al., 1998).
Studies by Monks (2000), Kleinman (2000) and Trainer et al.
(2000), all based on observations in rural environments, showed
that ozone production was limited by NOx availability. In the
presence of a sufficient amount of NOx, the main source of
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ozone production is the oxidation of carbon monoxide (CO) and
volatile organic compounds (VOCs).

Of particular interest is the chemical coupling between
ozone and nitrogen oxides, prompting different authors to
study the atmospheric relationship between O3 and NOx, in or-
der to obtain further knowledge of this phenomenon (Clapp and
Jenkin, 2001). Sillman (1999) affirms that two photochemical
regimes may be differentiated in ozone production: an initial
regime, before NOx saturation takes place, when photochemi-
cal ozone production in urban areas increases with emissions
of NOx, but is less sensitive to emissions of VOCs; and a second
regime, after NOx saturation has occurred, when ozone levels
rise as VOC levels increase, and fall when NOx levels decrease.

Furthermore, it should not be forgotten that daily variations
in ozone are controlled not only by variations in precursor
gases and VOCs but also by local weather conditions (Fischer
et al., 2003). Factors such as temperature, wind behavior and
relative humidity have an important influence on daytime
ozone levels. The specific meteorological characteristics of
the area studied here make the development of ozone predic-
tion models all the more interesting. The study was performed
in two neighboring cities: Calexico, in California (US), and
Mexicali, in Baja California (Mexico). These cities are situated
in semi-desert regions, with high summertime temperatures
being a natural characteristic of the area. Moreover, air quality
in both cities has binational features due to their geographical
location and the natural, two-way flow of contaminants.

Legislation in both countries has laid down regulations to
govern acceptable national emission levels in the first instance,
and regional levels in agreement with local governments. A
National Ambient Air Quality Standard (NAAQS) is in force
in the US, but California has established its own standards: Cal-
ifornia Ambient Air Quality Standards (CAAQS). Californian
standards differ substantially as regards ozone. The national
standard for ozone is 0.080 ppm average concentration over
8 h and 0.12 ppm over 1 h as maximum values (US-EPA,
2006). In contrast, the maximum average concentrations in
California are 0.070 ppm over 8 h and 0.090 ppm over 1 h
(CARB, 2005, California).

Using the various mechanisms, techniques and methodolo-
gies available, numerous authors have proposed different strat-
egies for resolving air contaminant prediction problems of
highest peaks, both short-term and mid-term prediction accu-
racy, etc (McCullagh and Nelder, 1989; Hastie and Tibshirani,
1990; Salcedo et al., 1999; Ho et al., 2002; Gardner and
Dorling, 2000a; Podnar et al., 2002; Sousa et al., 2007). Sokhi
et al. (2006) and Han (2007) used Eulerian grid models with
good results. Thompson et al. (2001) and Gardner and Dorling
(2000b) made an interesting review of statistical methods for
the meteorological adjustment of ozone. Along the same lines,
Schlink et al. (2006) confirm the efficient performance of non-
linear multivariate tools, such as generalized additive and
neural network models for application in warning systems of
high ozone concentrations. A detailed review of prediction
techniques can be found in Gardner and Dorling (1998). The
first Position Paper of this journal, Jakeman et al. (2006),
contains a comprehensive set of guidelines for evaluating
environmental models including quantitative and qualitative
measures of performance.

Among the different strategies reported in the literature for
the development of models, neuronal networks and, specifi-
cally, the MultiLayer Perceptron (MLP) are being increasingly
used in applications for predicting contamination levels or for
estimating meteorological adjustments in ozone trends (Hornik,
1993; Bishop, 1997; Gardner and Dorling, 1998; Flake, 1998;
Haykin, 1999; Kolehmainen et al., 2001; Ordieres et al.,
2005; Dudot et al., 2007). In particular, nitrogen oxide (NOx

and NO2) concentrations were predicted by Gardner and Dorl-
ing (1999) applying a Multilayer Perceptron-based model and
other statistical models, and the comparison of the different
results revealed the benefit of using a Multilayer Perceptron.
Additionally, Artificial Neural Networks have recently been
used to predict SO2 levels and have proven to be of greater ef-
ficiency than linear methods (Chelani et al., 2002). Multilayer
Perceptrons, in particular, have provided better results than
statistical linear methods. Artificial Neural Networks (ANNs)
are mathematical models capable of determining a non-linear
relationship between two data sets (Haykin, 1999). ANNs are
universal functions of approximation that can be applied to
problems, in which there is a priori, no knowledge of the
relevance of the input variables (Hornik et al., 1989; Hornik,
1993; Pernı́a-Espinoza et al., 2005; Martı́nez-De-Pisón et al.,
2006). Since the mapping carried out by ANNs is non-linear,
it is complex to understand; nevertheless, certain simple
methods can be used to explore input relevance. Recently, Pires
et al. (2008) used Multiple Linear Regression (MLR) and Prin-
cipal Components Regression (PCA) for meteorological and
environmental parameter validation for tropospheric ozone
forecasting models.

This study has two main objectives: firstly, to provide an ad-
vanced model for predicting maximum ozone levels 1 day
ahead in order to establish a strategic decision-making process;
and secondly, to explore the capability of recurrent neural
networks, such as ELMAN, in order to test their capabilities.
As regards the first objective, an in-depth analysis was per-
formed for the types of models, and an exhaustive search was
performed for each model to identify relevant variables, since
the aim was to build a model with the lowest possible margins
of error. Although there were no such models in the region
studied, there are those that have been developed for predicting
maximum ozone levels in other parts of the world; hence, we
also sought to improve on models described in the prior litera-
ture or, in their absence, on strategies that were not hitherto
useful. As regards the second objective, in the case of the
MLP and ELMAN networks, the aim with the recurrent net-
works was to try to improve the slow learning times displayed
by the neuronal networks with MLP, without any noticeable
loss of quality in the solution.

To begin this paper, Section 1.1 describes the geographical
area where the construction of the models was validated, as
well as the data available and the data management strategy.
This is followed by a description of the models used, from
the most traditional models to the non-parametric models, as
well as the different error criteria used to measure the quality



1058 E. Salazar-Ruiz et al. / Environmental Modelling & Software 23 (2008) 1056e1069
of each model, with special attention paid to their significance.
Sections 5 and 6 present the results, discussions and conclu-
sions obtained. Although not all the results were positive,
the use of a data matrix with 24 h daily means yielded
a real improvement.
1.1. Site characterization
The geographical area of study is part of the border strip es-
tablished since 1983 according to the La Paz Agreement
(1983) between the US and Mexico on joint cooperation to
protect and improve the environment in the border area.

This border region extends for 100 km (62.5 miles) on ei-
ther side of the international boundary and corresponds to
the shaded strip in Fig. 1. This delimitation has been main-
tained in subsequent binational agreements (US-EPA, 1996;
US-EPA and SEDUE, 1991), including the most recent
‘‘Border 2012/Frontera 2012’’ USeMexico Environmental
Program (US-EPA and SEMARNAT, 2003).

Geographically, Mexicali is situated in Baja California in
the northwestern corner of Mexico (32�400 north 115�280

west), near the city of Calexico (32�4004200 north, 115�2905300

west), which is located in southwestern California, US. Both
cities are densely populated and have numerous factories
known as ‘‘maquiladoras’’ (essentially assembly plants) estab-
lished mainly on the Mexican side. These industries are sup-
plied with raw materials from the US, and normally the
finished products return to the US for assembly in end products
or for global marketing. MexicalieCalexico is therefore a very
important border crossing.
Fig. 1. Calexico, California (US) and Mexicali, Baja California (Mexico) are situa

under the La Paz Agreement (1983).
Since the cities are next to each other, they share a common
air shed. Air pollution sources on either side of the border have
an impact on air quality in both cities. The semi-desert climate
in this area means that both cities have predominantly dry
climates, with summer temperatures reaching 50 �C. This
prevailing climate compounded by economic and political
activities favors air quality problems.

Mexicali is a non-attainment area for ozone and carbon
monoxide, and the concentration level of PM10 is considered
serious. Most emissions of ozone precursors (81% of NOx

and 61% of VOCs) come from motor vehicles, 91.1% of car-
bon monoxide comes from the same source and 94% of PM10

comes from ‘‘fugitive dust’’, largely from the use of unpaved
roads and, to a lesser degree, from wind erosion.

Calexico is considered a non-attainment area for ozone and
particulate matter. In the case of ozone, 78% of NOx and 63%
of VOCs come from motor vehicles. The biggest air pollution
problem is PM10, which has been linked to asthma and other
health problems. PM10 (54%) comes from ‘‘fugitive dust’’,
and another 30% from agricultural tilling and animal feedlots
(SCERP, 2003; US-EPA, 2000a).

2. Prediction models
2.1. Parametric models: Persistence and
Linear Regression
Persistence is the easier method. It basically assumes that O3

maximum concentration levels on a specific day correspond to
the value occurring the day before. As a result, it is extremely
simple to develop a Persistence model, with no adjustable
ted in the northwest. Both cities belong to the shaded border strip established
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parameter. In addition, ozone and other atmospheric variables
show a positive statistical association with their own past or fu-
ture values (Wilks, 1995). Nevertheless, Persistence models
frequently represent baseline precision against the prediction
using other models proposed. The representative mathematical
model is:

yi ¼ yði�1Þ ð1Þ

yi ¼ O3max at day i i¼ 1;2;3;.;n days

Linear Regression models can be applied to both categori-
cal and continuous explanatory variables for the prediction of
continuous variables. The mathematical formula is a model in
which, for each observation i, the yi value of the variable to be
explained is linearly fitted according to the observed values of
the samples. The prediction error is represented by 3. The com-
plete model can be expressed as:

yi ¼ b0þ
Xn

j¼1

bjxij þ 3i ð2Þ

Readers interested in applying Linear models within an at-
mospheric context may find the work of Castejón-Limas et al.
(2001) useful.
2.2. Semiparametric model: Ridge Regression
Semiparametric regression models play an interesting role,
as they use regression models that contain at least one func-
tion, being modeled non-parametrically. Accordingly, they
can be of substantial value in the solution of complex scientific
problems.

Semiparametric regression models reduce complex data
sets to summaries that we can understand, and properly ap-
plied they retain essential features of the data while discarding
unimportant details, and hence they help to understand and
characterize different kinds of phenomena. In particular, air
quality problems have pronounced nonlinearity, which sug-
gests that better predictions and managerial decisions can be
made through the use of semiparametric regression (Ruppert
et al., 2003).

2.2.1. Ridge Regression
Ridge Regression is an extension of a simple Linear Re-

gression to the case of multiple predictor variables. The
main reason for solving by Ridge Regression is the multi-
collinearity relationship with the different predictor variables.
Multi-collinearity is a supposed characteristic of air quality
prediction models, and a simple Linear Regression model
does not take this important situation into account. Accord-
ingly, the Ridge Regression model equation used in this
paper is:

bynew ¼ bbTxnew ¼
X

i

aix
T
i xnew ð3Þ
2.3. Non-parametric models: Artificial Neural Networks
(ANN)
Artificial Neural Networks (ANN) are powerful data mod-
eling tools with proven efficiency for dealing with complex
problems, particularly in the fields of association, classifica-
tion and prediction. A neural network typically comprises
a set of neurons distributed in layers. These layers are often
classified as input layer, hidden layer and output layer.

Some neural networks do not have hidden layers and are
used as more linear statistical techniques. These networks
(with input and output layers only) are useful in many linear
or semi-linear applications, but in general it is difficult to ob-
tain accurate results in non-linear problems (McCullagh and
Nelder, 1989). As noted in Section 1, ozone behavior is clearly
a non-linear phenomenon.

A similar situation occurs in terms of the quantity of data
needed to obtain the best training results from the network.
The neural network aims to achieve the necessary skills to
make predictions from new data, that is, to generalize observed
behavior rather than simply memorizing the training data set.
As a rule of the thumb, the quantity of data required in a neural
network analysis would be, for a noise-free quantitative target
variable, twice as many training cases as weights; this would
be enough. However, for an extremely noisy target variable,
30 times as many training cases as weights may not be enough.
The high number of input variables frequently present in the
models implies an even higher number of weights to train, if
the networks have fully connected topologies; hence, the large
size of the training data set is one of the main obstacles asso-
ciated with this methodology.

2.3.1. Multilayer Perceptron (MLP)
MLP is the most common and successful neural network

architecture, with feedforward network (FFN) topologies
(three layers of neurons: input layer, hidden layer and output
layer). Each layer uses a linear combination function. The in-
puts are fully connected to the hidden layer, and this hidden
layer is fully connected to the outputs, see Fig. 2.

These networks are used for creating models and for
mapping the input to the output using historical data so that
the model can then be used to produce an output, even if the
desired output is unknown.

Some networks are called supervised networks because
they need a desired output to learn (supervised training).
The most common supervised training algorithm is the so-
called ‘‘backpropagation’’ rule. With backpropagation, the
input data are repeatedly presented to the neural network.
With each presentation, the output of the neural network is
compared with the desired output and an error is computed.
This error is then fed back (backpropagated) to the neural
network and used to adjust the weights. As a result, the error
decreases with each iteration and the neural model gets closer
and closer to the desired output. This process is known as
‘‘training’’ (Haykin, 1994; Flake, 1998). This kind of training
is relatively easy and offers good support for prediction
applications.
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It is generally accepted that the characteristics of a correctly
designed MLP network are worthy of comparison with the
characteristics obtained using classical statistical techniques.

2.3.2. Support Vector Machine (SVM)
SVMs are sets of related supervised learning methods used

for classification and regression. They belong to a family of
Context

Neurons

Input Layer

X1(t)

X2(t)

Fig. 3. General model for an ELM
generalized linear classifiers; a special case of Tikhonov regu-
larization can also be considered. Support Vector Machines
non-linearly map their n-dimensional input space into
a high-dimensional feature space. A linear classifier is con-
structed in this high-dimensional feature space. A special
property of this family of classifiers is their capacity for simul-
taneously minimizing empirical classification errors and
X2(t)

Output LayerHidden Layer

X1(t)

AN recurrent neural network.



1061E. Salazar-Ruiz et al. / Environmental Modelling & Software 23 (2008) 1056e1069
maximizing the geometric margin of the hyper-plane making
the classification. Hence, they are also known as maximum
margin classifiers.

2.3.3. ELMAN neural network (ELMAN)
The ELMAN network is recognized as a two-layer network

with feedback from the first-layer output to the first-layer in-
put. This recurrent connection allows the ELMAN network
to both detect and generate time-varying patterns, see Fig. 3.

The ELMAN network has tansig neurons in its hidden (re-
current) layer and purelin neurons in its output layer. This
combination is special in that two-layer networks with these
transfer functions can approximate any function (with a finite
number of discontinuities) with arbitrary accuracy. The only
requirement is that the hidden layer must have enough neu-
rons. More hidden neurons are needed as the function being
fitted increases in complexity.

The ELMAN network differs from conventional two-layer
networks in that the first-layer has a recurrent connection. The
delay in this connection stores values from the previous time
Table 1

Model Validation Kit error measurements

Description

i. Root Mean Square Error. Provides a global idea of the difference betw

and modeled values.

ii. Correlation coefficient between Co and Cp. Provides a global descripti

iii. Geometric Mean Bias. Quantifies the geometric mean deviation.

iv Normalized Mean Square Error. A version of the MSE, but normalized

establish comparisons among different models.

v. Fractional Bias. Normalized measure that enables the mean observed v

the mean predicted values to be compared.

vi Geometric variance. Quantifies the geometric variance.

vii. Factor of two (FAC2). Quantifies the percentage of forecasted cases in

values of the ratio Co/Cp were in the range [0.5, 2].

viii. Fractional Variance. Normalized measurement for comparing the diffe

predicted variance and observed variance. A model with FV¼ 0 is a m

variance is equal to the variance of the observed values.

ix. Index of agreement (d2). Indicates the congruence between forecasted

data, taking into account the degree of freedom.

x. Mean Absolute Error. Quantifies residual errors.

xi. Mean Bias Error. Provides information about underestimation or overe

a model.

Cp corresponds to forecasted values; Co represents observed values and Mean is t
step, which can be used in the current time step. This means
that even when two ELMAN networks, with the same weights
and biases, are given identical inputs at a given time step, their
outputs may differ because of different feedback states.

Considering that the network can store information for fu-
ture reference, it is able to learn both temporal and spatial pat-
terns. The ELMAN network can be trained to both respond to
and generate both kinds of patterns. This study aims to evalu-
ate its capacity for modeling the concept of precursor variables
for ozone, and whether the method is robust enough to adapt to
scenarios with a high noise component.

3. Measuring model performance

In order to compare the performance of the different
models developed in this study, we used the statistical stan-
dardized evaluation tools included in the Model Validation
Kit (MvK), released within the framework of the workshops
‘‘Harmonisation within Atmospheric Dispersion Modelling
for Regulatory Purposes’’ held by www.harmo.org since
Formula
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1991. It is now a practical tool frequently used to evaluate
statistical model performance (European Commission, 1994;
Chang and Hanna, 2004, 2005). Table 1 describes the mea-
surements used.
4. Materials and methods
4.1. Data set sources
In the area studied, previous publications have largely described the rele-

vant variables for habitual contaminants, which are worth taking into consid-

eration (Watson and Chow, 2001; Mukerjee, 2001; Mukerjee et al., 2001;

US-EPA, 2000a,b,c), in addition to the physicalechemical mechanisms high-

lighted in Section 1 of this study.

Most of the data used to develop the prediction models were provided by

the California Air Resources Board (CARB) and the US Environmental Pro-

tection Agency (US-EPA). In particular, the databases on atmospheric and me-

teorological contaminants were obtained in an hourly data format from

monitoring station 060250005. This monitor is part of the Salton Sea Air Basin

and administered by the California Air Resources Board (CARB), being geo-

graphically situated at latitude 32�4003400, longitude 115�2805900, and 6 m asl in

Calexico City, California, US.
4.2. The data matrix
To develop these models, two data matrices with different characteristics

were prepared. One matrix (Matrix A) was formed by the mean of atmospheric

and meteorological predictor values from the preceding day: ozone (O3t), tem-

perature (Tt), nitrogen dioxide (NO2t), nitrogen monoxide (NOt), nitrogen ox-

ides (NOxt), resultant wind speed (RWSt), resultant wind direction (RWDt),

carbon monoxide (COt), barometric pressure (BPt), solar radiation (SRt) and

maximum ozone levels for the 24 h of the previous day (O3maxt). Hourly

data were used and then the daily means were calculated for the years

1999e2004 (except 2001, as the information provided was insufficient).

Both meteorological and atmospheric variables are daily mean values observed
DATA   MAT

Data Subsets

Training
Test
Validation

1,2,3 . . . 29
Neurons

Data Subsets

Training
Test
Validation

1,2,3 . . . 29
Neurons

1,2,3 . . . 29
Neurons

Data Subs

Training
Test
Validation

DATA
GROUP 2

DATA
GROUP 1

DATA
GROUP 

Fig. 4. Data grouping process to d
in time t, with the exception of O3maxt, which corresponds to the maximum

concentration of ozone during the previous day (t).

A second matrix (Matrix B) of data was formed by the mean values for the

first 6 h (0e5 h) of each day between 1997 and 2005 (except 2001, as noted).

The matrix consists of ozone (O3), temperature (T), nitrogen dioxide (NO2),

nitrogen monoxide (NO), carbon monoxide (CO), resultant wind speed

(RWS), relative humidity (RH) and maximum ozone (O3max). In this case,

the matrix has no barometric pressure or wind direction variables as there

are insufficient hourly data, and solar radiation data present zero values during

the first hours of the day, as is to be expected.

It is important to mention that the decision to use this second matrix

(Matrix B) was taken because data analysis revealed a behavior pattern in

the first hourly concentrations of the different atmospheric and meteorological

parameters. These first six values revealed a certain influence for the maxi-

mum value of ozone concentration during the day. For this reason, it was

considered appropriate to develop prediction models using Matrix B.

Different methods exist for the treatment of absent information in a data

matrix. Dixon (1979) proposes interesting skills for a correct treatment of

these cases. For this investigation, every line (row) with data holes into the

data matrix was eliminated. The final data matrix denominated ‘‘Matrix A’’

has 1343 lines and the ‘‘Matrix B’’ has 2367 lines.
4.3. Data sets and pruning
With a view to construct models with MLP, part of the work involved se-

lecting the best structure for the network. To do so, five data groups were first

formed, with extraction from each group of the training, test and validation

data subsets. Each data group was selected randomly without replacement

from every data matrix, so none of the five data groups has exactly the

same data order and, consequently, the different training, test and validation

subsets do not have exactly the same data values or the same data order, al-

though the five data groups are extracted using the same data matrix. Fig. 4

can be helpful to show the data grouping process.

Matrix A used 850 data for training, 426 for testing and 67 for validation.

Matrix B used 1499 training data, 750 test data and 118 data for validation.

Once formed, the different data subsets for training, validation and testing

from the five data groups were trained into a neural network, and its behavior
RIX

ets Data Subsets

Training
Test
Validation

1,2,3 . . . 29
Neurons

Data Subsets

Training
Test
Validation

1,2,3 . . . 29
Neurons

DATA
GROUP 4

DATA
GROUP 53

esign MLP prediction models.
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was evaluated with the presence of 1e29 neurons, in order to finally select the

structure with the best performance.
4.4. The tools
R project software was basically used for data and evaluation processing

and for developing the Linear and Ridge Regression models. Stuttgart Neural

Network Simulator (SNNS) software was used throughout MLP and ELMAN
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Fig. 6. Lambda evaluation for Ridge Regression models. The best lambda values

matrix.
network trainings. Each MLP neural network training structure took approxi-

mately 0.35 h, with a total of 290 different neural network structures being

formed. The ELMAN network required 41% less time than its MLP

counterparts.

5. Results and discussion
5.1. Ozone behavior
The plot in Fig. 5 shows maximum daily ozone from 1999
to 2004 according to the database on ozone concentrations.
This period registered at least 130 violations of the 8 h Califor-
nia standard (above 70 ppb) and 35 violations of the 1 h Cal-
ifornia limit (above 90 ppb). It is important to bear in mind the
absence of data for 2001. In view of this information gap, the
total number of concentrations exceeding California limits is
higher than that registered.
5.2. Prediction models
Following data segmentation into learning, validation and
model quality measurement subsets, and using the validation
data whenever appropriate, there were no surprises in the re-
sults for the Persistence model, despite their positive statisti-
cal association with their own past or future ozone values.
Linear models and Ridge Regression fit coefficients and their
qualities were determined by their coefficient confidence in-
tervals (Ihaka and Gentleman, 1996). Ridge Regression
models use a lambda¼ 18 for data Matrix A, and lambda¼ 4
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Table 2

Best neural network structures according to MLP training error

Neurons Matrix A Matrix B

Inputs 10 8

Hidden layer 19 20

Output 1 1
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for data Matrix B, selected according to the lower GCV value,
see Fig. 6.

A number of tests were performed in the case of the non-
parametric models to induce the random start-up of the
weights of these models and to study the evolution of their pre-
dictions. Early stopping was used to avoid overtraining and
five different data groups were taken to select the group
with the best performance according to training error results.

The RMSE error was calculated during each training to
select the adequate number of neurons in the hidden layer
and find the best network structure. The selected number of
neurons in the hidden layer corresponds to the smaller
RMSE. As a result, the best structure for data Matrix A corre-
sponds to 19 neurons in the hidden layer, and the use of 20
neurons in the hidden layer for data Matrix B gave the best
structure. Consistent with these results, the better network
structures appear in Table 2.

Finally, six prediction models were developed using data
Matrix A and six models using data Matrix B, giving a total
of 12 prediction models formulated. For practical purposes,
the work performed to determine the best models for predict-
ing maximum daily ozone concentrations is summarized in
Tables 3 and 4. As can be seen, the calculated results corre-
sponded to the performance measurements implemented in
the Model Validation Kit (Chang and Hanna, 2005).
5.3. Analysis of results according to the data matrix used
As seen from the results shown in Tables 3 and 4, almost all
the models developed with data Matrix A recorded a better
performance, with the exception of the SVM with data Matrix
B, which recorded a relatively insignificant improvement in R
and d2 compared to the model using Matrix A. These results
Table 3

Results of the performance measurements of the models developed using data Ma

Performance measures Persistence Linear

RMSE 17.1547 14.0516

R 0.5351 0.6124

FB �0.0004 0.0000

MG 0.9997 0.9624

NMSE 0.1295 0.0870

VG 1.1026 1.0760

FAC2 0.9590 0.9799

MAE 11.4430 9.8307

MBE 0.0208 0.0000

d2 0.7221 0.7250

FV �0.0009 0.4800

The values in italics mean ‘‘best performance’’ and correspond to the best model
showed that the influence of the behavior of atmospheric
and meteorological contaminants during the first 6 h of the
day was unable to prompt an improvement in the maximum
ozone concentration on that day in comparison with the
models using data corresponding to contaminant concentra-
tions during the previous 24 h.
5.4. Analysis of results according to the
prediction models
The prediction models developed (Persistence, Linear,
Ridge Regression, MLP, SVM and ELMAN) for each data ma-
trix clearly showed that the best performance levels were ob-
tained by the Artificial Neural Network models, and
specifically by the model that applied the Multilayer Percep-
tron (MLP) technique, followed by modeling with the EL-
MAN network, which was only slightly better than the
Support Vector Machine (SVM); the performances achieved
by the Linear model, Ridge Regression and the Persistence
model were notably worse, as expected due to the highly
non-linear and disperse behavior of the data.

According to the behavior of developed models using
Ridge Regression and Linear Regression techniques, it is
observed that the model of Ridge Regression was no better
than its Linear Regression counterpart. Accordingly, it can
be concluded that no forceful collinearity is reflected between
the predictor variables in the case under study. This situation
is reflected in the dispersion and correlation graphs in Figs. 7
and 8.

Low collinearity between the ozone maximum and the
different predictor variables during data processing is also
reflected in the Ridge Regression and Linear models,
which are similar. Table 5 shows the result coefficients
for both models (Ridge Regression and Linear) using Ma-
trix B. The coefficient values are similar, but there are
some details to observe, such as the slightly different
trends of smaller values in the Regression Ridge model
vs. Linear model for O3m, NO2, NOm, RHm and COm
variables.

The following graphs (Figs. 9e11) show the behavior of
the best three models corresponding, as mentioned previously,
trix A

R. ridge MLP SVM ELMAN

14.0568 9.4303 11.4345 10.8929

0.6124 0.7417 0.6050 0.6743

0.0000 0.0153 0.0028 0.0186

0.9624 1.0000 0.9892 1.0000

0.0869 0.0430 0.0624 0.0554

1.0700 1.0410 1.0601 1.0520

0.9881 1.0000 1.0000 1.0000

9.8379 7.5261 8.3845 8.2839

0.0000 �0.6959 �0.1308 �0.8599

0.7249 0.8511 0.7561 0.8218

0.4800 0.1209 0.2837 �0.1031

developed.



Table 4

Results of the performance measurements of the models developed using data Matrix B

Performance measures Persistence Linear R. ridge MLP SVM ELMAN

RMSE 19.5819 16.0386 16.0386 13.7856 14.6613 14.3106

R 0.5309 0.5976 0.5233 0.6922 0.6339 0.6012

FB �0.0002 0.0000 0.0000 �0.0190 0.0169 �0.0429

MG 1.0000 0.9610 0.9610 0.9431 0.9884 0.9215

NMSE 0.1407 0.0891 0.0890 0.0679 0.0784 0.0766

VG 1.1280 1.0850 1.0855 1.0800 1.0815 1.0750

FAC2 0.9427 0.9768 0.9805 0.9831 0.9797 0.9718

MAE 13.0718 11.2663 11.2663 10.2666 10.1266 11.0234

MBE 0.0000 0.0000 0.0000 0.0010 �0.8858 0.0022

d2 0.7213 0.7115 0.7115 0.7875 0.7615 0.7282

FV 0.0004 0.5033 0.5488 0.4312 0.3606 0.2242

The values in italics mean ‘‘best performance’’ and correspond to the best model developed.
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to the MLP, ELMAN and SVM models of data Matrix A.
These graphs offer a clear view of the structure of the
real and predicted data for each best prediction model
developed.
Fig. 7. The plot shows a low and moderate correlation
The graph in Fig. 9 shows that the MLP model in this case
study was the method closest to predicting peak ozone concen-
trations, when compared with the SVM and ELMAN models.
The predictions obtained by the SVM model (Fig. 10) were
between the predictor variables of data Matrix A.



Fig. 8. The plot shows an overly low and moderate correlation between the predictor variables of data Matrix B.
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slightly out of phase, whereas the ELMAN model (Fig. 11)
started very well before tailing off with respect to real values
shortly before reaching the halfway stage. However, it is im-
portant to highlight one characteristic in favor of ELMAN net-
works, namely, that in this trial they required 41% less time for
trainings than MLP networks.

Figs. 12e14 show scatter plots of forecasted and observed
values corresponding to the best three prediction models. The
graph reveals the difficulty of the problem and the presence of
types of behaviors that were difficult for all the models to
Table 5

Regression Ridge and Linear model coefficients

O3max O3m Tm NO2

Ridge 0.28528 0.62731 0.000881 0.92472

Linear 0.28411 0.63358 0.000887 0.93566
predict, such as the behavior indicated by the value above
100 ppb, which was poorly managed by all the models, al-
though the MLP model predicted this better than the ELMAN
network, which was, in turn, better than the SVM.

6. Conclusions

A wide range of parametric and non-parametric models have
been developed showing that, in the prediction of atmospheric
contaminants such as ozone, the results of non-parametric
Nm RHm COm RWSm

�0.12469 0.00910 0.00216 �0.000924

�0.12672 0.00929 0.00219 �0.000924
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Fig. 9. Maximum ozone prediction sample of the best model: MLP.
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Fig. 11. Maximum ozone prediction sample of the third best model: SVM.
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models are better than those obtained with parametric and
semiparametric techniques. Specifically, the MLP model of
data Matrix A displayed a prediction capacity with better per-
formance measurements than those reported in the literature for
similar cases (Sokhi et al., 2006; Aguirre-Basurko et al., 2006;
Sousa et al., 2007; Dudot et al., 2007; Han, 2007). Accordingly,
the MLP model developed for this case study could be used as
part of a strategy to manage ozone precursor sources and thus
helps to improve the environment for a significant population
on both sides of the frontier.
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Fig. 10. Maximum ozone prediction sample of the second best model:

ELMAN.
The precision of the predictions in this study was better with
information 24 h in advance than with predictors using only 6 h
of advance information. Furthermore, it is notable that the
SVM model was less tolerant to noise than the MLP model
and produced average quality models. Something similar oc-
curred with the ELMAN network model, although the training
time was around 41% less than with MLP; MLP offered better
prediction quality, ELMAN did not match the precision
achieved by the best MLP, situated in an intermediate area be-
tween these and the SVM and the generalized Linear models.
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sponding to the MLP model.
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Models using the Ridge Regression method did not signif-
icantly improve on results. Data preprocessing eliminates the
ozone correlations with the most important variables, like
NOx, and for this reason the presence of collinearity was
very low.

The development of effective ozone concentration predic-
tion models poses a major challenge. The management of
ozone control and public protection activities requires accurate
forecasts. Although many ozone prediction models have been
developed and some of them are in use, there is a pressing
need for accurate models capable of determining the relative
importance of environmental variables.
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Fig. 14. Scatter plots of a sample of forecasted and observed values corre-

sponding to the ELMAN model.
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